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Abstract. Online social media such as wikis, blogs or message boards
enable large groups of users to generate and socialize around content.
With increasing adoption of such media, the number of users interacting
with user-generated content grows and as a result also the amount of
pragmatic metadata - i.e. data about the usage of content - grows.

The aim of this work is to compare different methods for learning topical
user profiles from Social Web data and to explore if and how pragmatic
metadata has an effect on the quality of semantic user models. Since
accurate topical user profiles are required by many applications such as
recommender systems or expert search engines, learning such models by
observing content and activities around content is an appealing idea.
To the best of our knowledge, this is the first work that demonstrates
an effect between pragmatic metadata on one hand, and the quality
of semantic user models based on user-generated content on the other.
Our results suggest that not all types of pragmatic metadata are equally
useful for acquiring accurate semantic user models, and some types of
pragmatic metadata can even have detrimental effects.
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1 Introduction

Online social media such as Twitter, wikis, blogs or message boards enable large
groups of users to create content and socialize around content. When a large
group of users interact and socialize around content, pragmatic metadata is pro-
duced as a side product. While semantic metadata is often characterized as data
about the meaning of data, we define pragmatic metadata as data about the us-
age of data. Thereby, pragmatic metadata captures how data/content is used



by individuals or groups of users - such as who authored a given message, who
replied to messages, who “liked” a message, etc. Although the amount of prag-
matic metadata is growing, we still know little about how these metadata can
be exploited for understanding the topics users engage with.

Many applications, such as recommender systems or intelligent tutoring sys-
tems, require good user models, where ”‘good”’” means that the model accurately
reflects user‘s interest and behavior and is able to predict future content and ac-
tivities of users. In this work we explore to what extent and how pragmatic
metadata may contribute to semantic models of users and their content and
compare different methods for learning topical user profiles from Social Web
data.

To this end, we use data from an online message board. We incorporate dif-
ferent types of pragmatic metadata into different topic modeling algorithms and
use them to learn topics and to annotate users with topics. We evaluate the qual-
ity of different semantic user models by comparing their predictive performance
on future posts of user. Our evaluation is based on the assumption that “better”
user models will be able to predict future content of users more accurately and
will need less time and training data.

Generative probabilistic models are a state of the art technique for unsu-
pervised learning. In such models, observed and latent variables are represented
as random variables and probability calculus is used to describe the connections
that are assumed to exist between these variables. Only if the assumptions made
by the model are correct, Bayesian inference can be used to answer questions
about the data. Generative probabilistic models have been successfully applied
to large document collections (see e.g. [1]). Since for many documents one can
also observe metadata, several generative probabilistic models have been devel-
oped which allow exploiting special types of metadata (see e.g., the Author Topic
model [10], the Author-Recipient Topic model [8], the Group Topic model [14]
or the Citation Influence Topic model [2]). However, previous research [10] has
also shown that incorporating metadata into the topic modeling process may
lead to model assumptions which are too strict and might overfit the data. This
means that incorporating metadata does not necessarily lead to “better” topic
models, where “better” means, for example, that the model is able to predict
future user-generated content more accurately and needs less trainings data to
fit the model.

Our work aims to advance our understanding about the effects of pragmat-
ics on semantics emerging from user-generated content and specifically aims to
answer the following questions:

1. Does incorporating pragmatic metadata into topic modeling algorithms lead
to more accurate models of users and their content and if yes, what types of
pragmatic metadata are more useful?

2. Does incorporating behavioral user similarities help acquiring more accurate
models of users and their content and if yes, which types of behavioral user
similarity are more useful?



The remainder of the paper is organized as follows: Section 2 gives an overview
of the related work, while Section 3 describes our experimental setup. In Section
4 we report our results, followed by a discussion of our findings in Section 5.

2 Related Work

From a machine learning perspective, social web applications such as Boards.ie
provide a huge amount of unlabeled training data for which usually many types
of metadata can be observed. Several generative probabilistic models have been
developed which allow exploiting special types of metadata (such as the Author
Topic model [10], the Author-Recipient Topic model [8], the Group Topic model
[14] or the Citation Influence Topic model [2]). In contrast to previous work where
researchers focused on creating new topic models for each type of metadata, [9]
presents a new family of topic models, Dirichlet-Multinomial Regression (DMR)
topic models, which allow incorporating arbitrary types of observed features .
Our work builds on the DMR topic model and aims to explore the extent to
which different types of pragmatic metadata contribute to learning topic models
from user generated content.

In addition to research on advancing topic modeling algorithms, the use-
fulness of topic models has been studied in different contexts, including social
media. For example, [5] explored different schemes for fitting topic models to
Twitter data and compared these schemes by using the fitted topic model for
two classification tasks. As we do in our work, they also point out that models
trained with a ”‘User”’ scheme (i.e., using post aggregations of users as docu-
ments) perform better than models trained with a ”‘Post”’ scheme. However,
in contrast to our work they only explore relatively simple topic models and do
not take any pragmatic metadata (except authorship information) into account
when learning their models.

In our own previous work, we have studied the relationship between prag-
matics and semantics in the context of social tagging systems. We have found
that, for example, the pragmatics of tagging (users’ behavior and motivation in
social tagging systems [11, 6,4]) exert an influence on the usefulness of emergent
semantic structures [7]. In social awareness streams, we have shown that differ-
ent types of Twitter stream aggregations can significantly influence the result of
semantic analysis of tweets [12]. In this paper, we extend this line of research
by (i) applying general topic models and (ii) using a dataset that offers rich
pragmatic metadata.

3 Experimental Setup

The aim of our experiments is to explore to what extent and how pragmatic
metadata can be exploited when semantically analyzing user generated content.



3.1 Dataset

The dataset used for our experiments and analysis was provided by Boards.ie,*
an Irish community message board that has been in existence since 1998. We
used all messages published during the first week of February 2006 (02/01/2006
- 02/07/2006) and the last week of February 2006 (02/21/2006 - 02/28/2006).
We only used messages authored by users who published more than 5 messages
and replied to more than 5 messages during this week. While we performed our
experiments on both datasets, the results are similar. Consequently, we focus on
reporting results obtained on the first dataset which consists of 1401 users and
27525 posts which were authored by these users and got replies.

To assess the predictive performance of different topic models we estimate
how well they are able to predict the content (i.e. the actual words) of future
posts. We generated a test corpus of 4007 held out posts in the following way:
for each of the 1401 user in our training corpus we crawled 3 future posts which
were authored by them and to which at least one user of our training corpus has
replied. From here on, we refer to this data has hold-out data.

3.2 Methodology

In this section we first introduce the topic modeling algorithms (LDA, AT-model
and DMR topic model) on which our work is based and then proceed to describe
the topic models which we fitted to our training data, their model assumptions
and how we compared and evaluated them.

Latent Dirichlet Allocation (LDA) The idea behind LDA is to model docu-
ments as mixtures of topics and force documents to favor few topics. Therefore,
each document exhibits different topic proportions and each topic is defined as
a distribution over a fixed vocabulary of terms. That means the generation of a
collection of documents is modeled as a three step process: First, for each docu-
ment d a distribution over topics 0, is sampled from a Dirichlet distribution a.
Second, for each word wy in the document d, a single topic z is chosen according
to this distribution 6,. Finally, each word wy is sampled from a multinomial
distribution over words ¢, which is specific for the sampled topic z.

The Author Topic (AT) model The Author Topic model [10] is an extension
of LDA, which learns topics conditioned on the mixture of authors that com-
posed the documents. The assumption of the AT model is that each document is
generated from a topic distribution which is specific to the set of authors of the
document. The observed set of variables are the words per document (similar as
in LDA) and the authors per document. The latent variables which are learned
by fitting the model, are the topic distribution per author (rather than the topic
distribution per document as in LDA) and the word distribution per topic.

4 http://www.boards.ie/



We implemented the AT-model based on Dirichlet-multinomial Regression
(DMR) Models (explained in the next section). While the original AT-model
uses multinomial distribution (which are all drawn from the same Dirichlet) to
represent an author-specific topic distributions, the DMR~model based imple-
mentation uses a “fresh” Dirichlet prior for each author from which then the
topic distribution is drawn.

Dirichlet-multinomial Regression (DMR) Models Dirichlet-multinomial
regression (DMR) topic models [9] assume not only that documents are gener-
ated by a latent mixture of topics but also that mixtures of topics are influenced
by an additional factor which is specific to each document. This factor is materi-
alized via observed features (in our case pragmatic metadata such as authorship
or reply user information) and induce some correlation across individual doc-
uments in the same group. This means that e.g. documents which have been
authored by the same user (i.e., they belong to one group) are more likely to
chose the same topics. Formally, the prior distribution over topics « is a function
of observed document features, and is therefore specific to each distinct combi-
nation of feature values. In addition to the observed features we add a default
feature to each document, to account for the mean value of each topic.

Fitting Topic Models In this section we describe the different topic models
which we fitted to our training datasets (see table 1 and 2). Each topic model
makes different assumptions on what a document is (see column 3), takes differ-
ent types of pragmatic metadata into account (see column 4) and makes different
assumptions on the document-specific topic distributions € which generates each
documents (see column 5).

For all models, we chose the standard hyperparameters which are optimized
during the fitting process: « = 50/T (prior of the topic distributions), 8 = 0.01
(prior of the word distributions) and o = 0.5 (variance of the prior on the pa-
rameter values of the Dirichlet distribution «). For the default features o2 = 10.
Based on the empirical findings of [13], we decided to place an asymmetric Dirich-
let prior over the topic distributions and a symmetric prior over the distribution
of words. All models share the assumption that the total number of topics used
to describe all documents of our collection is limited and fixed (via hyperparam-
eter T') and that each topic must favor few words (as denoted by hyperparameter
[ which defines the Dirichlet distribution from which the word distributions are
drawn - the higher § the less distinct the drawn word distributions).

Following the model selection approach described in [3], we selected the opti-
mal number of topics for our training corpus by evaluating the probability of held
out data for various values of T' (keeping 8 = 0.01 fixed). For both datasets (each
represents one week boards.ie data), a model trained on the ”‘Post”’ scheme
(i.e., using each post as a document) gives on average (over 10 runs) the highest
probability to held out documents if 7' = 240 and model trained on the ”‘User”’
scheme (i.e., using all posts authored by one user as a document) gives on av-



erage (over 10 runs) the highest probability to held out documents if 7' = 120.
We kept T fixed for all our experiments.

Evaluation of Topic Models To compare different topic models we use per-
plexity which is a standard measure for estimating the performance of a prob-
abilistic model. Perplexity measures the ability of a model to predict words on
held out documents. In our case a low perplexity score may indicate that a model
is able to accurately predict the content of future posts authored by a user. The
perplexity measure is defined as followed:

Ny X
InP(w;|$, )
perplezity(d) = exp[—i:OT] 1)
d

In words, the perplexity of a held out post d is defined as the exponential
of the negative normalized predictive likelihood of the words w; of the held out
post d (where Ny is the total number of words in d) conditioned on the fitted
model.

ID |Alg |Doc |Metadata Model Assumption

M1|LDA |Post|- A post is generated by a mixture of top-
ics and has to favor few topics.

M2|LDA |User|- All posts of one user are generated by a
mixture of topics and have to favor few
topics.

M3|DMR|Post |author A post is generated by a user's

authoring-specific mixture of topics and
a user has to favor few topics he usually
writes about.

M4|DMR|User|author All posts of one user are generated by a
user'‘s authoring-specific mixture of top-
ics and a user has to favor few topics he
usually writes about.
M5|DMR|Post|user who replied  |A post is generated by a users replying-
specific mixture of topics and a user has
to favor few topics he usually replies to.
M6|DMR|User|user who replied  |All posts of one user are generated by a
user‘s replying-specific mixture of top-
ics and a user has to favor few topics he
usually replies to.

M7|DMR|Post |related user A post is generated by a user's
authoring- or replying-specific mixture
of topics and a user has to favor few top-
ics he usually replies to and he usually
writes about.




M8

DMR

User

related user

All posts of one user are generated by
a user‘'s authoring- or replying-specific
mixture of topics and a user has to favor
few topics he usually replies to and he
usually writes about.

Table 1: Overview about different topic models which incorporate
different types of pragmatic metadata.

ID |Alg |Doc |Metadata Model Assumption
M9 |[DMR|Post|top 10 forums of au-|A post is generated by a mixture of top-
thor ics which is specific to users who show
a similar forum usage behavior as the
author of the post.
M10|DMR|User|top 10 forums of au-|All posts are generated by a mixture
thor of topics which is specific to users who
show a similar forum usage behavior as
the author of the post-aggregation.
M11|DMR|Post|top 10 communica-|A post is generated by a mixture of top-
tion partner of au-|ics which is specific to users who show a
thor similar communication behavior as the
author of the post.
M12|DMR|User|top 10 communica-|All posts are generated by a mixture
tion partner of au-|of topics which is specific to users who
thor show a similar communication behavior
as the author of the post-aggregation.

Table 2: Overview about different topic models which incorporate
different types of smooth pragmatic metadata based on behavioral
user similarities.

4 Experimental Results

Our experiments were set up to answer the following questions:

1. Does incorporating pragmatic metadata into topic modeling algorithms lead
to more accurate models of users and their content and if yes, what types of
pragmatic metadata are more useful?

To answer this question, we fit different models to our training corpus and
tested their predictive performance on future posts authored by our trainings

users.
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Fig. 1. Comparison of the predictive performance of different topic models on held out
posts. The y-axis shows the average perplexity (over 10 runs) and the x-axis indicates
the percentage of whole dataset used as training data. As baseline we use 2 versions of
LDA (Mland M2).



Figure 1 shows that the predictive performance of semantic models of users
which are either solely based on the users (i.e., aggregations of users‘ posts)
to whom these users replied (M6) or which take in addition also the content
authored by these users (M8) into account, is best. Therefore, our results suggest
that it is beneficial to take user‘s reply behavior into account when learning
topical user profiles from user generated content.

We also noted that all models which use the “User” training scheme (M4, M6
and M8) perform better than the models which use the “Post” training scheme
(M3, M5 and M7). One possible explanation for this is the sparsity of posts
which consist of only 66 tokens on average.

Since we were interested in how the predictive performance of different models
change depending on the amount of data and time used for training, we split
our training dataset randomly into smaller buckets and fitted the model on
different proportions of the whole training corpus. One would expect that as
the percentage of training data increases the predictive power of each model
would improve as it adapts to the dataset. Figure 1 however shows that this
is only true for our baseline models M1 and M2 which ignore all metadata of
posts. The model M3 which corresponds to the Author Topic model exhibits a
behavior that is similar to the behavior reported in [10]: When observing only
few training data, M3 makes more accurate predictions on held-out posts than
our baseline models. But the predictive performance of the model is limited by
the strong assumptions that future posts of one author are about the same topics
as past posts of the same author. Like M3, also M5 (and M7) seem to over-fit
the data by making the assumptions that future posts of a user will be about
the same topics as posts he replied to in the past (and posts he authored in the
past).

To address these over-fitting problems we decided to incorporate smoother
pragmatic metadata into the modeling process which we get by exploiting be-
havioral user similarities. The pragmatic metadata we used so far capture infor-
mation about the usage behavior of individuals (e.g., who authored a document),
while our smoother variants of pragmatic metadata capture information about
the usage behavior of groups of users which share some common characteristics
(e.g., what are the forums in which the author of this document is most active).
Our intuition behind incorporating these smoother pragmatic metadata which
are based on user similarities is that users which behave similar tend to talk
about similar topics.

2. Does incorporating behavioral user similarities help acquiring more accurate
models of users and their content and if yes, which types of behavioral user
similarity are more useful?

From Figure 2 one can see that indeed all models which incorporate behav-
ioral user similarity exhibit lower perplexity than our baseline models, especially
if only few training samples are available. The model M12, which is based on the
assumption that users who talk to the same users talk about the same topics,
exhibits the lowest perplexity and outperforms our baseline models in terms of
their predictive performance on held out posts.
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Fig. 2. Comparison of the predictive performance of topic models which take smooth
pragmatic metadata into account by exploiting user similarities. The y-axis shows the
average perplexity (over 10 runs) and the x-axis indicates the percentage of whole
dataset used as training data. As baseline we use 2 versions of LDA (Mland M2).



For the model M10 which assumes that users who tend to post to the same
forums talk about the same topics, we can only observe a lower perplexity than
our baseline models when only few trainings data are available, but it still out-
performs other state of the art topic models such as the Author topic model.

5 Discussion of Results and Conclusion

While it is intuitive to assume that incorporating metadata about the pragmatic
nature of content leads to better learning algorithms, our results show that not
all types of pragmatic metadata contribute in the same way. Our results confirm
previous research which showed that topic models which incorporate pragmatic
metadata such as the author topic model tend to over-fit data. That means
incorporating metadata into a topic model can lead to model assumptions which
are too strict and which yield the model to perform worse.
Summarizing, our results suggest that:

— Pragmatics of content influence its semantics: Integrating pragmatic
metadata information into semantic user models influences the quality of
resulting models.

— Communication behavior matters: Taking user‘s reply behavior into
account when learning topical user profiles is beneficial. Content of users to
which a user replied seems to be even more relevant for learning topical user
profiles than content authored by a user.

— Behavioral user similarities improve user models: Smoother versions
of metadata based topic models which take user similarity into account al-
ways seem to improve the models.

— Communication behavior based similarities matter: Different types
of proxies for behavioral user similarity (e.g., number of forums they both
posted to, number of shared communication partners) lead to different re-
sults. User who have a similar communication behavior seem to be more
likely to talk about the same topics, than users who post to similar forums.
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