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ABSTRACT
In recent years, a number of approaches to improve the overall
navigability of web-based information systems have been intro-
duced – breadcrumbs and automatic linking algorithms represent
two exemplary approaches. While evaluation of such approaches
is a complex and multidimensional endeavor, involving cognitive,
user-interface and other issues, the objective of this paper are more
modest. In this paper, we aim to evaluate the effectiveness of differ-
ent navigational aids for web information systems from a network-
theoretic perspective. The main idea of this paper is to use de-
centralized search as a mechanism to evaluate navigational effec-
tiveness. In our experiments on the largest Austrian online ency-
clopedia Austria-Forum, we compared the usefulness of two exist-
ing approaches to linking, i.e. breadcrumbs and automatic linking.
Our results suggest that different navigational aids differ signifi-
cantly with regard to their potential to support efficient navigation.
The main contribution of this paper is a simulation-based frame-
work that enriches the repertoire of tools for web engineers who
are aiming to evaluate and improve navigability of web informa-
tion systems. The framework allows engineers to assess a potential
usefulness of various navigational tools even before expensive de-
velopment or user studies are carried out.

Categories and Subject Descriptors
H.5.4 [Information Interfaces and Presentation]: Hypertext/ Hy-
permedia—Navigation; H.5.3 [Information Interfaces and Pre-
sentation]: Group and Organization Interfaces—Evaluation/
Methodology

General Terms
Theory, Experimentation, Measurement

Keywords
Navigability, Information Systems, Evaluation

1. INTRODUCTION
Recent investigations in user behavior, in particular navigational
user behavior on the Web have shown interesting and to some ex-
tent surprising results. For example, in an empirical study on the
so-called teleportation parameter α from PageRank, the authors
measured the extent to which users follow links on a site [11] (the
teleportation parameter α is a probability that the opposite will hap-
pen – it is a probability that users will teleport to a different page
not by following links but by e.g. typing a new URL in the browser
address bar). In the original PageRank design, the authors used
α = 0.15 [6], but the recent study found lower empirical values
for the teleportation parameter. Moreover, the parameter varies
between different web sites. For instance, the results show that
user navigation on the web or on particular web sites, e.g. Hel-
loMovies1 exhibit teleportation factors that are significantly lower
than the teleportation factors reported for Wikipedia users. These
results are in line with our experience in operating the largest Aus-
trian online encyclopedia called Austria-Forum 2. Austria-Forum is
a Wiki-based information system similar to Wikipedia but situated
within a local Austrian context. The bounce rate (the proportion of
users leaving the site after seeing only a single page) in Austria-
Forum is high, about 0.6.

While [11] leave the investigation of potential causes for different
user behavior to future work, the authors provide a number of pos-
sible explanations for these surprising results. In their opinion, the
majority of users come to Wikipedia in search of a particular piece
of information and once they arrive at Wikipedia, their informa-
tion need is satisfied immediately. Therefore, users do not have any
further reason, whatsoever, to click elsewhere.

Although this particular explanation seems plausible, we believe
that there are further causes of this situation. One of the other
causes might be a lack of rich navigational structures in sites with
rather flat navigational structures such as Wikipedia. For instance,
many users do not satisfy their information need with their first
search query. Instead, users visit one of the first search results, fol-
low links on that result page, backtrack, follow some other links,
then in many cases refine their search, and so on [31]. With bet-
ter navigational tools and aids such as overviews, links to similar
documents, classifications, or indexes it might be possible to keep

1http://www.hellomovies.com/
2http://www.austria-lexikon.at



users on a given Web site, enrich their user experience and engage
them on a deeper level. For example, the HelloMovies site provides
overviews, categories, and other means of supporting exploratory
navigation which may be one of the reasons why the site experi-
ences high user engagement.

In this paper, we investigate this phenomenon from a network-
theoretic point of view. We first present a network-theoretic frame-
work that allows us to assess the theoretic suitability of a network
for navigation. By measuring a series of structural network prop-
erties we can conclude that a particular network is navigable or
non-navigable. Then, by simulating navigation in a network, we
can empirically refine our measurement results – we can measure
to which extent a network is navigable. Structural analysis and sim-
ulation allows us to model different navigational tools, or different
algorithms for supporting navigation, and assess their (theoretical)
effect on the overall navigability of the network. For example, this
makes it possible to make statements about the feasibility of a par-
ticular navigational aid to support efficient navigation. Eventually,
this might help answer whether richer navigational tools such as the
ones offered by HelloMovies cause users to follow more links than
for example the navigational aids provided by Wikipedia. More-
over, with this approach we can evaluate a particular navigation
tool even before expensive developments or user tests are made,
and thus identify the most promising approaches.

For the purposes of this study we compare two navigational tools
through simulation – a standard navigational tool such as bread-
crumbs and a sophisticated linking tool that automatically links
similar pages according to the similarity and significance of their
textual content. The first navigational tool provides a richer nav-
igational structure and allows quick re-visiting of previously ac-
cessed pages – re-visitation browsing has been identified early as a
frequent Web behavior pattern [28]. The second navigational tool
is typically applied to improve horizontal connectivity of a poorly
connected system. For both empirical evaluations we adopt the
Austria-Forum dataset. Nevertheless, we are aware that promis-
ing approaches identified by our framework need to be evaluated
in richer settings considering multiple dimensions and constraints,
e.g. a semantic evaluation of the quality of linking, or execution
of usability tests. In this paper however, we leave these aspects to
future work.

The remainder of this paper is organized as follows. In Section
2 we introduce the evaluation framework. In Section 3 we ap-
ply the framework and investigate the navigability of the origi-
nal Austria-Forum dataset. In Section 4, we present the effects
of breadcrumbs on the navigability of Austria-Forum information
network. In Section 5 we present the evaluation results of the navi-
gability of Austria-Forum network enhanced with automatic links.
Section 6 concludes the paper and provides a couple of ideas for
the future work.

2. NAVIGABILITY EVALUATION FRAME-
WORK

Research in network navigability was initiated by the famous small
world experiment by Milgram [22]. In that experiment, randomly
selected persons from Nebraska were asked to send a letter through
their social contacts to a stockbroker in Boston. People were al-
lowed to send the letter only to persons they knew by their first
name. The striking result of the study was that letters that reached
the destination needed on average about 6 hops, i.e. the population
of the USA constituted a “small world”. While the conclusions

have been challenged [17], this experiment has attracted a great
deal of interest in the research community.

Among others, two lines of research have been particularly inter-
esting trying to gain insight into:

1. Structures that facilitate network navigability
2. Algorithms for efficient decentralized navigation, i.e. algorithms

navigating with only local knowledge of the network.

In research related to (1), Kleinberg [14], [15], [16] and Watts
[29] formalized these properties concluding that, from the struc-
tural point of view, a navigable network has a short path between
all – or almost all – nodes in the network [16]. Formally, a naviga-
ble network has a low diameter bounded by a polynomial in log(n),
where n is the number of nodes in the network, and there exists a
giant component, i.e. a strongly connected component containing
almost all nodes [16].

Research related to (2) revealed that efficiently navigable networks
possess additional structural properties. In particular, network nodes
might be organized in a separate node hierarchy according to their
similarity [19], [20], [29], or more generally to distance between
nodes [1], [14], [15], [16], [29]. Then, it is possible to design ef-
ficient decentralized navigation algorithms [14], [15], [16]. These
algorithms apply greedy navigation [15] in the following way: nodes
use distance to select the next node on their way towards a given
destination node. Thus, algorithms select the adjacent node with
the smallest distance to the current destination node [14], [16]. The
expected number of hops before reaching an arbitrary target node
is polylogarithmic in n.

Recently, in [26] the authors abstract the notion of distance to a
distance provided by a hidden metric space. Apart from instruct-
ing decentralized navigation such a metric governs also the network
formation [4] – it induces several network structural properties such
as node degree heterogeneity, i.e. power-law degree distributions
and high clustering-coefficient [30]. The authors then connect ob-
servable emergent structural properties of a network with its nav-
igability by defining a region of efficiently navigable networks in
two dimensional space with clustering-coefficient and power-law
exponent as dimensions.

In our network navigability evaluation framework, we summarize
the previous research on network navigability and assess navigabil-
ity in the following way:

1. Network Generation. We construct a network from an exter-
nal source, e.g. articles from Austria-Forum and links between
those articles. In this step, we can apply alternative network
generators. For example, to test a navigational tool such as au-
tomatic linking of similar articles we apply automatic linking to
each article and include generated links in the test network.

2. Connectedness and Diameter. We determine the distribution
of strongly connected components in the generated network and
create the hop plot. If there exists a giant component and ef-
fective diameter is bounded by log(n) then we conclude that
the network is navigable. The size of the giant component of a
navigable network is not precisely defined in the literature. In
our framework the networks with a giant component containing
80% to 90% of nodes are at a lower navigability bound, whereas
the networks with the giant component with more than 90% are



definetely navigable. If the network is navigable we proceed to
the next step.

3. Degree Heterogeneity and Clustering. We measure the degree
distributions and estimate power-law exponents of these distri-
butions. Additionally, we measure average clustering-coefficient
of the network. If those values fall into the region of navigable
networks as defined by [4] we conclude that network is effi-
ciently navigable and we proceed to the next step.

4. Greedy Navigation. We simulate greedy navigation in the net-
work by choosing randomly 1,000,000 node pairs (we select
only low degree nodes to make the navigation task non-trivial).
Each simulation begins at a start node and heads towards a des-
tination node. As a hidden metric space we adopt an external
node hierarchy, e.g. obtained by a hierarchical clustering algo-
rithm operating on the node textual content. Then, we measure
the success rate of the greedy navigation and its stretch [5], i.e.
the ratio of the number of greedy hops to the global shortest
path. These two measures refine the results of the third step and
provide insight into the degree of the network navigability.

In previous work, we focussed on studying different aspects of tag-
ging systems, such as navigability [13], emergent semantics [18],
social classification [33] and tagging motivation[27]. In [12], we
applied a similar evaluation framework to social tagging systems.
However, in that paper we alternated node hierarchies and evalu-
ated the suitability of those hierarchies to support efficient navi-
gation. Here, we always use one and the same hierarchy but we
alternate networks by incorporating linking output of different nav-
igational tools. In that way we are able to investigate the suitability
of such navigational aids for facilitating efficient navigation.

3. AUSTRIA-FORUM NAVIGABILITY
In this Section we apply our framework to evaluate the navigability
of the original Austria-Forum network. Currently, Austria-Forum
consists of around 45,000 textual articles with almost as many me-
dia objects. The articles are organized hierarchically into several
lexicon and sub-lexicon. Lexicon are typically provided with index
pages with links to included articles and/or sub-lexicon.

Network Generation. First, we generate a network representation
of Austria-Forum. The network contains articles reachable from
the start page by following links between articles and lexicon index
pages. The network contains 46,904 nodes and 102,325 links.

Connectedness and Diameter. The calculation of the distribu-
tion of the strongly connected components reveals that the largest
strongly connected component contains only around 25% of nodes
(see Fig. 1). From that, we can conclude that the network is not
navigable.

4. NAVIGABILITY EFFECTS OF BREAD-
CRUMBS

Because of the limited inherent navigability of Austria-Forum, we
investigate the effects of additional tools aimed at augmenting navi-
gation in this system. We start by evaluating the effects of a popular
navigational aid such as breadcrumbs.

Network Generation. We introduce breadcrumbs in Austria-Forum
network by linking the complete path to the top (root) lexicon from
a given article (similar to diverse Web directories, see e.g. bread-
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Figure 1: Distributions of strongly connected components in
the original Austria-Forum network. The largest strongly con-
nected component contains only about 25% of nodes. There-
fore, the network is not navigable.

crumbs in Google Directory3). The newly generated network has
46,915 nodes and 260,275 links.

Connectedness and Diameter. Now, the network is completely
connected and the largest strongly connected component has 99.99%
of nodes (see Fig. 2a). The effective diameter (see Fig 2b for the
complete hop plot), i.e. the length of shortest path within which
90% of node pairs are reachable from each other is 2.9 and is clearly
bounded by log(n). Therefore, we can conclude that this network
is navigable. In the next step, we want to estimate the network’s
navigational efficiency.

Degree Heterogeneity and Clustering. In this step we calculate
the distributions of out-degree, in-degree, and clustering-coefficient
(see Fig. 3). We estimate power-law exponents γ of the degree dis-
tributions using goodness-of-fit based method [7]. We also com-
pute the average clustering-coefficient C. According to [4] for a
particular combination of the values we can conclude that a net-
work is efficiently navigable. From our dataset, we can obtain
γ = 2.01 for in-degree distribution and γ = 2.36 for out-degree
distribution. These values require C > 0.2 and C > 0.25 re-
spectively. For Austria-Forum with breadcrumbs we obtained C =
0.86. This allows us to conclude that the network is efficiently nav-
igable. Next, we set up simulations to estimate the degree of the
network navigability.

Greedy Navigation. In the final evaluation step we select 1,000,000
node pairs at random. The first node in the pair is the start node for
a greedy decentralized navigator whereas the second node is the
destination node. Both nodes are selected with deg ≤ 5. The
greedy navigator adopts a simple strategy as described in Section
2. As the background knowledge for the simulator we use lexicon
hierarchy from Austria-Forum. This hierarchy is manually created
by the Austria-Forum editorial board. Figure 4 shows the global
success rate s and stretch τ , as well as their distributions versus
observable shortest path in the network. Success rate is 100% and
stretch values indicate that the greedy navigator finds its way to-
wards the destination node in most cases in an optimal way, i.e. the
number of hops h is in most cases equal to the global shortest path
l. In case of longer shortest paths the greedy navigator needs more
steps (e.g. τ = 1.13 for l = 4) which means that in many cases the
navigator needs to make a single additional hop as compared to the
3http://www.google.com/dirhp?hl=en
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Figure 2: Distributions of strongly connected components and hop plot in the Austria-Forum network enriched with breadcrumbs.
Left: By introducing breadcrumbs, a giant component containing almost all nodes emerges. The first prerequisite for a navigable
network is therefore fulfilled. Right: The effective diameter of Austria-Forum network with breadcrumbs is low. Only 2.9 hops are
needed to reach 90% of nodes from each other. With 4 hops we can reach all nodes (the hop plot calculations are approximative – it
is possible that small number of paths longer than 4 exist in the dataset). Thus, the second precondition is satisfied and the network
is navigable.
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Figure 3: Degree and clustering-coefficient distributions of Austria-Forum network with breadcrumbs. Left: Cumulative in-degree
distribution. The estimation of the power-law exponent shows γ = 2.01. With the particular value of the average clustering-
coefficient we interpret the network as efficiently navigable. Center: Cumulative out-degree distribution. The estimation produces
γ = 2.36. Similarly to the in-degree power-law exponent this value is the evidence of an efficiently navigable network. Right:
Clustering-coefficient distribution. The average clustering-coefficient is C = 0.86. Thus, the network is strongly clustered and
therefore efficiently navigable.

global shortest path to find the destination node.

These results suggest that breadcrumbs seem to support efficient
navigation – as breadcrumbs help organize the articles into a fully
connected hierarchy of lexicon this is an expected result. However,
a short analysis of the hop path structure reveals that most of the
paths first go through a high degree node that is situated in the top
hierarchy levels and only then to its final destination in some of the
sub-nodes of the high level nodes. For example, the top node, i.e.
the homepage of Austria-Forum is visited in 23% of cases, whereas
the index page of the largest AEIOU lexicon is visited in 47% of
navigation sessions. AEIOU lexicon contains more than 15,000
pages which are for the navigator only one hop away from the index
page. In real settings users are not able to find the destination page
among 15,000 other pages in a single step easily.

This is an essential limitation of our framework, which answers the
question of the theoretical suitability of a particular navigational
tool. Practical issues need to be evaluated by other means such as
user tests.

5. EFFECTS OF AUTOMATIC LINKS ON
NAVIGABILITY

5.1 Automatic Linking of Related Articles
A large fraction of articles in Austria-Forum has only few links
or very often an article has no links at all. For example, AEIOU
articles have been imported from the print version of the lexicon
without links at all. Because of a large number of articles in that
lexicon manual insertion of links by editorial team is very tedious.
Moreover, many articles in AEIOU lexicon are only short descrip-
tions of a place, person, or a town in Austria.

Nevertheless, there are articles in other lexicons that are related to
those in AEIOU. For example, the AEIOU article on Bruno Kreisky
is related to articles on Bruno Kreisky in the Monuments lexicon,
the Post stamps lexicon, and so on. Thus, we could use semantic
relatedness between such articles to enrich the system with auto-
matically generated links and to improve, in this manner, its overall
navigability. With this approach we can transform a weakly con-
nected system to one that is at least “reasonably” connected. The
final result of this action would be a system with horizontally con-
nected articles (as opposed to vertical connectedness of e.g. the



breadcrumbs network) – in essence a connectedness very similar to
that of Wikipedia.

In the past, the idea of automatic links has been applied in several
information systems. Generally, automatic links connect concepts
from an article with other articles that describe these concepts. In
particular, researchers conducted studies on automatic interlinking
within a knowledge base [2], [9], [10], as well as studies on au-
tomatic linking of concepts to external knowledge bases such as
Wikipedia [8], [21], [23], [24].

The literature recognizes automatic links as a tool that can enhance
connectivity of information systems. For example, in [9] the au-
thors state that links are the most important markup within an e.g.
wiki system as they represent semantic relations between two con-
cepts described within articles. Thereby, a fully connected network
enables users to gain networked knowledge (as opposed to frag-
mented knowledge) from these knowledge bases [9].

The NNexus system [9] implements such an approach. NNexus
automatically links entries of a collaborative online encyclopedia
PlanetMath4 into a semantic network of concepts using metadata of
the entries. The main goal of the system is to support content au-
thors of online encyclopedias in linking their articles with existing
concepts in corpora. Researchers claim that precision and recall of
automatic linking increases when a classification mechanism and a
set of linking policies are applied first.

Another example of automatic linking is the Linkator [2] which
combines information extraction mechanisms with Semantic Web
technology to detect the terms to be linked and to annotate them
semantically. Furthermore, to determine the appropriate target of
the link, Linkator uses the Linked Data5 as an external source of
knowledge. Thus, terms or phrases of a web page are not linked to
articles from a predefined knowledge base, but the link destination
is semantically determined, on the fly, with Linked Data.

Automatic linking of arbitrary web resources to e.g. Wikipedia is
also known as wikification. In [8] and [21] the authors define the
concept of wikification as the task of automatically extracting the
most important words and phrases from the document, and iden-
tifying for each such keyword the appropriate link to a Wikipedia
article.

In their further work on the topic, Gardner and Xiong [10] iden-
tify two main problems of automatic linking of related articles: de-
termining which terms or phrases of an article to link (known as
link detection) and which articles to link to (known as link dis-
ambiguation). Recently, machine-learning approaches have shown
efficient results when applied to link detection and link disambigua-
tion problems [10], [23].

However, although researchers recognized the importance of the
network connectivity as a consequence of automatic links they fo-
cused more on link quality, efficiency, and scalability [9]. Our goal
is to investigate and evaluate the usefulness of this navigational aid
from a network theoretic perspective. Our intention is not to invent
a new automatic links algorithm – we apply standard methods for
this task (Section 5.2 presents shortly our approach for automatic
link generation). Rather, our intention is to quantify the effects of

4http://planetmath.org/
5http://linkeddata.org/
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such a tool on the navigability of the final information network.

5.2 Generating Automatic Links
Similarly to other automatic linking approaches our algorithm runs
as a two stage process, both of which are based upon standard infor-
mation retrieval methods. The first phase covers the link detection
stage by focusing on identification of the article key concepts that
can be used as link anchors. For link detection we apply a simpli-
fied approach of the approach described in [10] taking into account
only corpus features. Thus, a standard method for calculating the
key concepts is known as Term Frequency/Inverse Document Fre-
quency – tf.idf. There are many variations of tf.idf. In our approach
we applied the following formula (introduced in [25] and known as
quite robust [3]):

tf.idft,d = (0.5 +
0.5 ∗ ft,d
maxr(fr,d)

) ∗ log N
nt

(1)

Thereby, ft,d is the frequency of t in d,maxr(fr,d) is the maximal
frequency on any term in d, N is the total number of documents
and nt is the number of documents that contain t.

To achieve better performance we apply a couple of configurable
heuristics. For example, we can configure the minimal frequency
of any term mintf , or the idf threshold minidf . The performance
can be further improved by applying another heuristic (can be de-
rived from e.g. [32]) that terms with a higher idf tend to be longer,
i.e. we introduce then minwl, wl meaning word length. In fact,
we tested our algorithm with e.g. minidf = 1.5 and the second
time with minwl = 4 without a significant difference in results.

The second phase deals with search for the most appropriate link
destinations within Austria-Forum knowledge base. For that pur-
pose we use query engine of Apache Lucene6. In Lucene the scor-
ing of the documents is achieved through a mixture of boolean re-
trieval and the vector space model and is based also on a variation
of the tf.idf measure.

6http://lucene.apache.org/
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Figure 5: Distributions of strongly connected components and hop plot in the Austria-Forum network enriched with automatic links.
Left: By automatically linking related articles a giant component containing about 85% of nodes emerges. The first prerequisite for a
navigable network is fulfilled, however the network is at a lower navigability bound. Right: The effective diameter of Austria-Forum
network with automatic links is bounded by log(n). The second precondition is satisfied and the network is navigable.
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Figure 6: Degree and clustering-coefficient distributions of Austria-Forum network with automatic links. Left: Cumulative in-degree
distribution. The estimation of the power-law exponent shows γ = 1.82. This value characterizes the network as a border-line case.
Center: Cumulative out-degree distribution. The estimation produces γ = 1.79. Again, the network is a border-line case. Right:
Clustering-coefficient distribution. The average clustering-coefficient is C = 0.26 and the network is situated at a lower efficient
navigation bound. Simulation should clarify the navigability degree of the network.

5.3 Navigability Evaluation
Network Generation. We apply automatic links as described in
5.2 on all articles in Austria-Forum. In order to also generate links
for short articles we set the parameters as follows: mintf = 2 and
minidf = 1.5. For each article we select the top three concepts
to create a link. The final network has 48,170 nodes and 173,608
links.

Connectedness and Diameter. The network is connected – the
largest strongly connected component has 85.19% of nodes (see
Fig. 5a). However, the network is situated at the lower navigability
bound. The effective diameter (see Fig 5b) is 5.97 and is bounded
by log(n). Therefore, we can conclude that this network is naviga-
ble and proceed to the next step to estimate its navigation efficiency.
We bear in mind that the network’s navigability is close to a critical
point of turning to a non-navigable network.

Degree Heterogeneity and Clustering. We can now calculate
the distributions of out-degree, in-degree, and clustering-coefficient
(see Fig. 6) and estimate power-law exponents γ of the degree
distributions. We obtain γ = 1.82 for in-degree distribution and
γ = 1.79 for out-degree distribution. In [4] the authors identi-
fied lower power-law exponents, i.e. a higher degree heterogene-
ity as properties that support efficiency of navigation. In particu-

lar, networks with lower power-law exponents have a larger margin
for clustering-coefficient values, i.e. even a network with a lower
clustering-coefficient might be efficiently navigable. The lower
bound for clustering-coefficient in this case is about C > 0.2. We
obtained C = 0.26, which is very close to the lower bound. This is
a somewhat inconclusive result – We proceed to the simulation step
to gain more insight in the navigation efficiency of the network.

Greedy Navigation. As the previous analysis was inconclusive,
the simulation step needs to clarify this situation. Again, we select
1,000,000 low-degree node pairs (deg ≤ 5) at random and simu-
late greedy navigation with only local knowledge of the network.
Success rate drops dramatically to only 3.7% (see Figure 7). In the
case of success the average stretch of 1.18 is acceptable. However,
such a low success rate indicates that the network is not efficiently
navigable with local knowledge only. Although the existence of the
giant component and a low diameter certifies that a network is nav-
igable, this is a theoretic navigability as it holds only when a user
or an agent navigating the network has the global knowledge of the
network. However, for any practical application the network might
be regarded as non-navigable as no user can ever have complete
knowledge of such a large network.

The analysis shows that enriching a system with automatically cre-
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Figure 7: Success rate s and stretch τ of the greedy navigator in
the Austria-Forum network with automatic links. The naviga-
tor efficiency is very poor – the global success rate is only 3.7%
meaning that the network is not navigable with local knowledge
only.

ated links between related articles does not improve its practical
navigability. The network is better connected than previously and
this improves the network navigability in theory – however, for any
practical application automatic links need to be combined with an
additional navigation tool, e.g. breadcrumbs. Within this combina-
tion, automatic links improve horizontal connectedness of related
articles whereas breadcrumbs serve as a vertical navigational aid
supporting navigation with local knowledge only. Note that con-
nectedness of Wikipedia is similar to that of Austria-Forum with
automatic links, i.e. it is mainly flat and horizontal – this might be
also a reason for a higher bounce rate on sites such as Wikipedia.

5.4 Combining Automatic Links and Bread-
crumbs

Since the breadcrumbs network is already efficiently navigable with
the combination of both navigational tools we want to achieve bet-
ter horizontal connectedness of the network. In this way, the top
hierarchy nodes might be relieved and more paths might take short-
cuts between articles at lower hierarchy levels – this in turn might
improve practicability of the approach because users would be less
frequently confronted with huge index pages from a top level lex-
icon. Because we do not expect any significant differences in the
first three evaluation steps we present them in a compact way with-
out diagrams.

Network Generation. We apply both automatic links and bread-
crumbs as described before. The final network has 48,229 nodes
and 333,624 links.

Connectedness and Diameter. The network is completely con-
nected and the largest strongly connected component has 99.99%
of nodes. The effective diameter is 2.9. The network is navigable.

Degree Heterogeneity and Clustering. We obtain γ = 1.86 for
in-degree distribution and γ = 1.77 for out-degree distribution.
Clustering-coefficient C = 0.63 and this particular combination of
parameters characterizes the network as efficiently navigable.

Greedy Navigation. Similarly to the network enriched with bread-
crumbs only the success rate is 100% and stretch values indicate
that the greedy navigator finds its way towards the destination node
in most cases in an optimal way. In case of longer shortest paths

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1  2  3  4  5

s,
 τ

Shortest Path

Greedy Navigator (1000000 Runs)
 l
-
=2.613121, h

-
=2.682387, sg=1.000000, τg=1.026507

Success Rate (s)
Stretch (τ)

Figure 8: Success rate s and stretch τ of the greedy navigator
in the Austria-Forum network with both breadcrumbs and au-
tomatic links. Because the navigator can now take shortcuts
stretch values are slightly better then with breadcrumbs only.

the greedy navigator the results indicate a slight improvement in
comparison with the network with breadcrumbs only (see Figure
8). The reason for this improvement is that the network has more
links between articles at lower level of hierarchies, and by taking
a shortcut via such a link the overall hop length is shortened. This
is also indicated trough a slightly decreased fraction of paths go-
ing via the root or e.g. AEIOU index page – 21% as compared to
23% and 43% as compared to 47% respectively. This seems to be
a good direction for further investigation – e.g. choosing settings
for automatic links generation to optimize the improvment but not
to overwhelm users with e.g. too many links.

6. CONCLUSIONS AND FUTURE WORK
The main contribution of this work is a framework for evaluating
the effectiveness of navigational aids in web information systems.
The idea of this paper is to use decentralized search as a mechanism
to evaluate navigational effectiveness through simulations. In our
experiments on the largest Austrian online encyclopedia Austria-
Forum, we compared the usefulness of two existing approaches to
linking, i.e. breadcrumbs and automatic linking. Our results show
that interesting observations can be drawn from simulations alone,
such as that breadcrumbs have useful properties and automatic link-
ing approaches exhibit certain limitations with respect to naviga-
bility. While our empirical results are limited to the Austria-Forum
dataset and the two studied approaches to linking, the introduced
method for evaluation is general, i.e. it can be applied to evaluate
other linking approaches in other systems.

Our results are relevant for engineers of large-scale web systems
who aim to improve navigational properties of their systems and
for researchers interested in evaluating navigability.

Natural expansions of our work include in the first place semantic
evaluation of links. This evaluation is currently under way. The
evaluation results can be in turn used as a further input to adjust
the automatic links algorithm. Another interesting ideas for fu-
ture work include, for example, replacing simulations with actual
user click-data or studying further linking approaches in the con-
text of other web information systems. For instance, an interesting
study would be to investigate the effects of different navigational
tools on the Wikipedia dataset with the goal on shedding more
light on rather disappointing results of user navigational behavior
on Wikipedia.
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